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Learning analytics is the measurement, 
collection, analysis and reporting of data 

about learners and their contexts, for 
purposes of understanding and 
optimising learning and the 

environments in which it occurs.  



Examining engagement: analysing 
learner subpopulations in massive 
open online courses (MOOCs) 

Using transaction-level data to 
diagnose knowledge gaps and 
misconceptions 

Likelihood analysis of student 
enrollment outcomes using learning 
environment variables: a case study 
approach 

Tracking student progress in a game-
like learning environment with a 
Monte Carlo Bayesian knowledge 
tracing model 
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Strong focus on online data 
Based on the papers it should be called  

Online-Learning Analytics 



Streetlight effect 



Where learning is 
happening? 















Why  
Multimodal Learning Analytics? 
We should be looking where it is useful to look, 

not where it is easy 



There is learning outside the 
LMS 

But it is very messy! 



Who is learning?  



Who is learning? 



Who is learning? 



Who is learning? – Traditional way 



But there are better ways to 
assess learning 

At least theoretically 



Who is learning? – Educational Research 





How can we approach the 
problem from a  

Learning Analytics perspective 
Measure, collect, analyze and report  

to understand and optimize 



We need to capture learning 
traces from the real world 

Look ma, no log files! 



In the real world, humans 
communicate (and leave traces) 

in several modalities 
What you say is as important as  

how you say it 



We need to analyze the traces 
with variable degrees of 

sophistication 
And we have to do it automatically as  

humans are not scalable 



We need to provide 
feedback in the real world 

Often in a multimodal way too 



But… 



Which modes are important to 
understand the learning 

process? 
We do not know yet… 



Possibilities 

• What we see 

• What we hear 

• How we move 

• How we write 

• How we blink 

• Our pulse 

• Brain activity? 

• Our hormones? 

 



What are the relevant 
features of those signals 

We do not know yet… 



Our current analysis tools are 
good enough? 
We do not know yet… 



How to present the information 
(and uncertainty) 

 in a way that is actually useful? 
We do not know yet… 



It is an open  
(but very dark) field 

One feels like an explorer 



This particular flavor of Learning 
Analytics is what we called 

Multimodal Learning Analytics 



Multimodal Learning Analytics is related to: 

• Behaviorism 

• Cognitive Science 

• Multimodal Interaction (HCI) 

• Educational Research (old school one) 

• Computer Vision 

• Natural Language Processing 

• Biosignals Processing 

• And as many fields as modes you can think of... 

 

 



Examples 





Math Data Corpus 



How to (easily) obtain 
multimodal features? 

What is already there? 



Three Approaches 

• Literature-based features  

 

• Common-sense-based features 

 

• “Why not?”-based features 

 

 



All approaches proved useful 
Proof that we are in an early stage 



Video: Calculator Use (NTCU) 

determine the discrimination power of these features to pre-
dict the expert in a group. Section 5 discusses the findings
of the previous section and provides light on their useful-
ness. Section 6 mentions related work, and finally Section
7 presents the conclusions of the work and ideas for further
research.

2. DATASET
The data analyzed in this paper corresponds to the video,

audio and digital pen information included in theMath Data
Corpus (MDC) [7], a set of resources publicly available to
the participants of the Second International Workshop on
Mult imodal Learning Analytics.
The MDC was composed by twelve high-fidelity time-

synchronized multimodal recordingson collaborating groups
of teenage students trying to solve several geometry and
algebra problems. I t also included several human-coded
resources about: a) whether the problems were correctly
solved by the participant students, b) temporal information
associated to each problem, c) representational codification
of thestudents’writ ing (not available for thecomplete set of
problem solving sessions), and d) temporal of fsets between
the pen strokes and the media files of the recorded sessions
(only available for six of the twelve sessions).
In total, the dataset contained multimodal information of

18 different studentsparticipating in 12 problem solving ses-
sions. In each session, a group of 3 studentsworked together
to solve a set of mathematics problems, each of which be-
longed to a different difficulty level: easy, moderate, hard
and very hard. The students of each group met and worked
twice, in two separate sessions, to solve two distinct sets of
problems. In each of these sessions, one of the students was
assigned as the leader of the group in order to interact, on
behalf of the other members, with a computer system that
displayed the students the problems to solve and received
the answers submitted. T he resources of the MDC also in-
cluded details on the designated leader of each session and
the system used to uniquely identify the students.
In a previous study described in [7], the problem solving

sessions included in the MDC were manually assessed by
several human evaluators to determine the expert student
of each recorded session. To this end, a grading scale was
established: a student received a posit ive or negative score
according to whether he or she correctly answered a given
problem or not. The assigned score depended on the diffi-
culty level of the corresponding problem. For each session,
the student’s individual scores were summed up into an ex-
pertise score.
For a full description and additional details on the Math

Data Corpus, the reader is referred to the work of Oviatt et
al. [7].

3. FEATURE EXTRACTION
For each session recording, the audio, video and strokes

files of each student were split into small pieces correspond-
ing to the individual problems solved by each group. This
segmentation was based on the time boundaries information
detailed in the coding data related to the Math Data Cor-
pus.This section describes the processing stages applied to
each type of input data from the MDC along with the pro-
cedure used to extract the different features that were used

for the expertise estimation. Due to the multimodal nature
of the data, this section is divided by type of media.
A ll the software used for the feature extraction and its

posterior analysis is freely available online 1 in order to pro-
vide means of verification and repeatability.

3.1 Video

3.1.1 Calculator Use

One of the hypothesis that lead our analysis was that the
number of timesa student usesthecalculator (N TUC) while
trying to solve a math problem should be a good indicator
of whether he or she actually knows what inputs should be
provided to the calculator in order to solve the given prob-
lem.
The first step to calculate this feature was to determine

the posit ion of the calculator and the direction in which it
was pointing at. The top-down view video, that contains
a close-up of the table where the students are working was
used because it best captured the details of the calculator.
An image of the calculator was captured manually from this
video. An implementation of the Speeded Up Robust Fea-
tures (SURF) technique [8]provided in theOpenCV library
[9] was used to extract the feature points of the calcula-
tor images. The SURF algorithm was then applied to each
frame of the video to obtain the feature points. The Fast
ApproximateNearest Neighbor Search (FLANN) [10]library
was used to match the feature points of the captured image
of the calculator with the feature points of each frame. The
best matched points were used to calculate the posit ion of
the calculator averaging their x and y coordinates and the
direction in which it was pointing at using the rigid trans-
formations capabilit ies provided by OpenCV . While there
were some frames in which this matching was not possible
due to object occlusions or changes in the illumination of
the calculator, in general the described detection technique
was robust and provided useful position and direction data.

F igur e 1: D eterminat ion of which student is using
the calculator in the given fr ame. Color ed edges
indicate the wor k ing ar ea of each student .

Using the calculator center point and the direction to
which it was pointing at, a set of other points lying on the
same2D linewereobtained. In MATLAB, thesepointswere
generated over a segment of thecalculator direction line that

1ht t p: //ar i adne. ct i . espol . edu. ec/xavi er /ml a13



Video: Calculator Use (NTCU) 

• Idea: 
• Calculator user is the one solving the problem 

•Procedure: 
• Obtain a picture of the calculator 
• Track the position and angle of the image in the video 

using SURF + FLANN + Rigid Object Transformation 
(OpenCV) 

• Determine to which student the calculator is pointing in 
each frame 
 

 



Video:  Total Movement (TM) 

was traced up to touch either the left, top or right border
of the frame. Specific intervals of these edges were used to
definewhich partsof thevideo frameexclusively belonged to
the working area of each student during the problem solv-
ing session. Figure 1 depicts the edge points that define
the students’ working areas. I t also shows the results of
our algorithm indicating that, in the shown scene, the cal-
culator is being used by the student located at the right
side of this view. This result is indicated by the intersec-
tion point of the calculator direction line with the part of
the frame border corresponding to the right student. Since
during each session the students changed their posit ions, a
further student-posit ion matching was needed to establish
which student was located at the left, center and right ar-
eas of each frame. This mapping process was performed
considering the time boundary information of each problem
provided in the coding resources of the MDC. Finally, once
the total number of times in which the calculator was used
by each student was found, a proportion of its usage was
computed in relation with the total number of frameswhere
the tracking algorithm was able to successfully find the cal-
culator. This feature is referred as Proportion of Calculator
Usage (PCU).

3.1.2 Total movement

The total movement (TM ) of a student represents the de-
gree to which he or she moved during the solving problem
session. I t is hypothesized that the movement is related to
the leadership and expertise. This measurement was calcu-
lated by processing the frontal videos of each student par-
ticipating in a group contained in the MDC.
Todetermine the total movement of each student at a spe-
cific video frame, a movement model image was obtained as
a result of the subtraction of the current frame and the pre-
vious one. This model was obtained by applying the Code-
Book algorithm [11, 12], which determinesall the significant
changes between two consecutive frames and discard small
variations caused by noise or changes in the lighting condi-
tions. As a result of this algorithm, a binary image, where
moving areas are represented by white regions, is obtained
(see Figure 2).
The total movement of a student in a given frame is de-

fined as the number of white pixels contained in the binary
image output by the Codebook algorithm. This magnitude,
when computed for the entire problem solving session, re-
sults from summing up its individual values obtained from
each frame that compose a problem recording.

(a) Original frame (b) Difference frame

F igure 2: R esult s of t he Codebook algor it hm.

3.1.3 Distance from the center of the table

The distance of each participant to the center of the table
(DH T ) could be a measure of how concentrated the student
is over the solution of the problem. I t was calculated by
first finding their position in the video and then calculating
their distance to the center of the table at each frame. At
the end, the averages of these distances were calculated for
every problem resolution.
A head detection and tracking algorithm wasused instead

of following the whole body, because this part of the body
was clearly visible in the videos. Participants moved con-
siderably during each session and so a robust algorithm was
needed not just for tracking their heads on a wide-angle top
video, but also learning as their appearance changes. For
this task, the Tracking-Learning-Detection (TLD) [13]algo-
rithm was used.
OpenT ld [13, 14], a C++ implementat ion of TLD, was

used for tracking each participant’s head. Three instances
of Opentld were created, one for each student. First, the
head of each participant is encircled in a bounding box at
thefirst frameof thevideo. Then, at each subsequent frame,
the algorithm tracks the head and learns any change on its
appearance despite how much it moves. When detected, the
object is bounded in a box and its centroid coordinates are
saved for further processing. The Euclidean distance from
each head centroid to the center of the table is calculated
and then, theaverage of thesedistances isobtained by prob-
lem (see Figure 3). Additionally, the varianceof the average
distance head to table (SD-DHT ), was calculated to deter-
mine if a participant remains mostly static or varies his or
her distance to the table.

F igur e 3: Calculat ion of the dist ance of the student ’s
head to the center of the t able.

3.2 Audio
An automatic transcription module generated the text

representation of the words spoken by each student during
each solving problem session. The Microsoft Speech Plat-
form 2, the FFmpeg libraries 3, and the Google Speech to
Text API 4 were used to this end.
After the problem-based segmentation stage, each prob-

lem was further segmented into several smaller recognizable

2mi cr osof t . com/en-us/downl oad/det ai l s. aspx?i d=10121
3www. f fmpeg. or g
4gi st . gi t hub. com/al ot ai ba/1730160



Video: Total Movement (TM) 

• Idea: 
• Most active student is the leader/expert? 

•Procedure: 
• Subtract current frame from previous frame 
• Codebook algorithm to eliminate noise-movement 
• Add the number of remaining pixels 

 

 



Video: Distance from center table  
(DHT) 

was traced up to touch either the left, top or right border
of the frame. Specific intervals of these edges were used to
definewhich partsof the video frameexclusively belonged to
the working area of each student during the problem solv-
ing session. Figure 1 depicts the edge points that define
the students’ working areas. I t also shows the results of
our algorithm indicating that, in the shown scene, the cal-
culator is being used by the student located at the right
side of this view. This result is indicated by the intersec-
tion point of the calculator direction line with the part of
the frame border corresponding to the right student. Since
during each session the students changed their posit ions, a
further student-position matching was needed to establish
which student was located at the left, center and right ar-
eas of each frame. This mapping process was performed
considering the time boundary information of each problem
provided in the coding resources of the MDC. Finally, once
the total number of times in which the calculator was used
by each student was found, a proportion of its usage was
computed in relation with the total number of frameswhere
the tracking algorithm was able to successfully find the cal-
culator. T his feature is referred as Proportion of Calculator
Usage (PCU).

3.1.2 Total movement

The total movement (TM ) of a student represents the de-
gree to which he or she moved during the solving problem
session. I t is hypothesized that the movement is related to
the leadership and expertise. This measurement was calcu-
lated by processing the frontal videos of each student par-
ticipating in a group contained in the MDC.
To determine the total movement of each student at a spe-

cific video frame, a movement model image was obtained as
a result of the subtraction of the current frame and the pre-
vious one. This model was obtained by applying the Code-
Book algorithm [11, 12], which determinesall the significant
changes between two consecutive frames and discard small
variations caused by noise or changes in the lighting condi-
tions. As a result of this algorithm, a binary image, where
moving areas are represented by white regions, is obtained
(see Figure 2).
The total movement of a student in a given frame is de-

fined as the number of white pixels contained in the binary
image output by the Codebook algorithm. This magnitude,
when computed for the entire problem solving session, re-
sults from summing up its individual values obtained from
each frame that compose a problem recording.

(a) Original frame (b) Difference frame

F igure 2: R esult s of t he Codebook algor it hm.

3.1.3 Distance from the center of the table

The distance of each participant to the center of the table
(DH T ) could be a measure of how concentrated the student
is over the solution of the problem. I t was calculated by
first finding their posit ion in the video and then calculating
their distance to the center of the table at each frame. At
the end, the averages of these distances were calculated for
every problem resolution.
A head detection and tracking algorithm wasused instead

of following the whole body, because this part of the body
was clearly visible in the videos. Participants moved con-
siderably during each session and so a robust algorithm was
needed not just for tracking their heads on a wide-angle top
video, but also learning as their appearance changes. For
this task, the Tracking-Learning-Detection (TLD) [13]algo-
rithm was used.
OpenT ld [13, 14], a C++ implementat ion of TLD, was

used for tracking each participant’s head. Three instances
of Opentld were created, one for each student. First, the
head of each participant is encircled in a bounding box at
thefirst frameof thevideo. Then, at each subsequent frame,
the algorithm tracks the head and learns any change on its
appearance despite how much it moves. When detected, the
object is bounded in a box and its centroid coordinates are
saved for further processing. The Euclidean distance from
each head centroid to the center of the table is calculated
and then, theaverage of thesedistances isobtained by prob-
lem (see Figure 3). Addit ionally, the varianceof the average
distance head to table (SD-DHT ), was calculated to deter-
mine if a participant remains mostly static or varies his or
her distance to the table.

F igure 3: Calculat ion of the dist ance of the student ’s
head to the center of t he t able.

3.2 Audio
An automatic transcription module generated the text

representation of the words spoken by each student during
each solving problem session. The Microsoft Speech Plat-
form 2, the FFmpeg libraries 3, and the Google Speech to
Text API 4 were used to this end.
After the problem-based segmentation stage, each prob-

lem was further segmented into several smaller recognizable

2mi cr osof t . com/en-us/downl oad/det ai l s. aspx?i d=10121
3www. f fmpeg. or g
4gi st . gi t hub. com/al ot ai ba/1730160



Video: Distance from center table  
(DHT) 

• Idea: 
• If the head is near the table (over paper) the student is 

working on the problem 

•Procedure: 
• Identify image of heads 
• Use TLD algorithm to track heads 
• Determine the distance from head to center of table 



Audio: Processing 



Audio: Features 

• Number of Interventions (NOI) 

• Total Speech Duration (TSD) 

• Times Numbers were Mentioned (TNM) 

• Times Math Terms were Mentioned (TMTM) 

• Times Commands were Pronounced (TCP) 

 



Digital Pen: Basic Features 



Digital Pen: Basic Features 

• Total Number of Strokes (TNS) 

• Average Number of Points (ANP) 

• Average Stroke Path Length (ASPL) 

• Average Stroke Displacement (ASD) 

• Average Stroke Pressure (ASP) 



Digital Pen: Shape Recognition 

Stronium – Sketch Recognition Libraries 



Digital Pen: Shape Recognition 

• Number of Lines (NOL) 

• Number of Rectangles (NOR) 

• Number of Circles (NOC) 

• Number of Ellipses (NOE) 

• Number of Arrows (NOA) 

• Number of Figures (NOF) 

 



Analysis at Problem level 
Solving Problem Correctly 

• Logistic Regression to model Student Solving Problem 
Correctly 

• Resulting model was significantly reliable 

• 60,9% of the problem solving student was identified 

• 71,8% of incorrectly solved problems were identified 



Analysis at problem level 
Table 1: Coeffi cient s of the Logist ic M odel P redict ing Odds for a Student Solv ing Cor rect ly a P roblem

Predictor Variable B W ald df p value exp(B )
Number of Interventions (N OI ) 0.068 24.019 1 0.001 0.934
T imes numbers were mentioned (TN M ) 0.175 23.816 1 0.001 1.192
T imes commands were pronounced (TCP ) 0.329 4.956 1 0.026 1.390
Proportion of Calculator Usage (PCU) 1.287 25.622 1 0.001 3.622
Fastest Student in the Group (FW ) 0.924 18.889 1 0.001 2.519
Constant 1.654 53.462 1 0.001 0.191

A verage N umber of Points (AN P ): Represents, in
average, the number of points that compose each stroke
drawn.
A verage St roke T ime Length (ASTL ): Accounts for
the number of milliseconds that the student needed, in av-
erage, to complete each stroke.
A verage St r oke Path L ength (ASPL ): Represents
the average number of pixels that the trajectory of strokes
drawn had.
A verage St r oke D isplacement (ASD): Accounts for
the averagedisplacement defined by the starting and ending
points of each stroke.
A verage St roke P ressure (ASP ): Represents the av-
erage pressure with which each stroke was drawn by the
student.
Figure 4 shows someof the features described abovewhen
they are observed for one single stroke. The scheme il-
lustrates a stroke starting at point (x0,y0) and ending at
(x1,y1) that hasbeen drawn between themillisecond t0 and
millisecond t1. This trace is composed by a sequence of in-
dividual points (as the one indicated with the green circle)
each of which has a timestamp associated. The correspond-
ing formulas for the path length, the displacement and the
time length are also shown.
Using the stroke classification features from the Stron-
tium library, the following features were computed for each
student problem solving session: number of lines sketched
(N OL ), number of rectangles sketched (N OR), number of
circlessketched (N OC), number of ellipsessketched (N OE ),
number of arrows sketched (N OA) and, finally, the addition
of all of the geometrical figures sketched (N OF ).

4. RESULTS
To answer the research question, two approaches have
been followed. First, most of the variables described in the
previous section were used to predict the odds and proba-
bility of a student solving correctly a problem. 567 units of
analysis were included in a logistic regression analysis that
used SPSSversion 20 for MacOS. Second, topredict who the
expert is in each group, the values of the different variables
were averaged by session and student. 36 different unit of
analysis were obtained for this second approach. Moreover,
Group 2 of the dataset has no defined Expert. A ll students
from thisgroup were removed from thedataset, leaving only
30 valid cases. Due to this low number of cases, tradit ional
statistical methods, such as logistic regression, were not suf-
ficient tocreateamodel topredict if a student isan expert in
thegroup. Instead, the techniqueof Classification Trees [19]
was used to identify which variables are able to discriminate
between Experts and Non-Experts. This technique creates
binary trees, determining which values of the variables cre-
ate the best partitioning in the dataset and its subsequent

sub-sets. Classification Trees, provided by rpart library [20]
in the R statist ical software [21] for Mac, were used in this
second part of the analysis.

4.1 Odds of a student solving correctly a
problem

A Logistic regression was run with Student Solving Cor-
rectly a Problem (SSP ) as the dependent variable and
DH T , SD − DH T , TM , N OI , TSD, TN M , PN M ,
TM TM , PM TM , TCP , N TUC, PCU, TN S, N OL ,
N OR, N OC, N OE , N OA, ASPL , AN P , ASD, ASTL and
ASP as predictor variables. Additionally a derived variable
to mark the fastest writ ing student FW was added to com-
pensate for the variability of the original variable ASTL .
The resulting model was significant reliable (χ2 = 100.67,
df = 24, p < 0.001).This model accounted for between
16.3% (Cox and Snell’s R-square) and 23.5% (Nagelkerke’s
R-square) of thevariance in problem solved correctly status,
with 63.5% of thecorrectly solved problemssuccessfully pre-
dicted. However, 72.7% of the incorrectly solved problems
wereaccurate. Theoverall accuracy of themodel was70.2%,
a cutoffvalueof 0.3 wasused dueto the fact that thedataset
included around 70% of incorrectly solved problems. In this
model, the following variables were significant predictors of
correct ly solving a problem by a student: N OI (p = 0.039),
TN M (p = 0.013), TCP (p = 0.021), PCU (p < 0.001)
and FW (p < 0.001). Once these variables were identi-
fied, a second run for building a new model was performed;
however, in this run the predictor variables were only those
ident ified as significant predictors in the previous run. The
result ing model was significant reliable (χ2 = 88.35, df = 5,
p < 0.001) and accounted for between 14.4% and 20.9% of
the variance of problems solved correctly by a student. The
proportion of cases correctly predicted as solved were 60.9%
whereas 71.8% of the cases predicted as incorrectly solved
were accurate. The overall percentage of accuracy in the
model was 68.8% and the same previous cutoff value was
used. Table 1 presents the coefficients, Wald statistic, de-
grees of freedom and level of significance associated to each
predictor variable in this model. T he values of the coeffi-
cients reveal that an increase of 1 intervention when solving
a problem is associated with a decrease in the odds of cor-
rectly solving a problem by a factor of 0.93, and that each
unit increase in: timesnumberswerementioned, times com-
mandswere pronounced, proportion of calculator usage and
the fastest student writ ing a stroke increases theoddsof cor-
rectly solving a problem by a factor of 1.19,1.39, 3.62, 2.52,
respectively.



Analysis at Group Level 
Expertise Estimation 

 

• Features were feed to a Classification Tree algorithm 

• Several variables had a high discrimination power between 
expert and non-experts 

• Best discrimination result in 80% expert prediction and 90% 
non-expert prediction 



Analysis at Group Level 
Expertise Estimation 

Table 2: C lassificat ion t r ee spl it s with only non-
normal ized featur es

Variable Value for Experts Discrimination Power
PCU > 0.41 4.44
PN M > 34.74 3.19
ASPL < 38.05 2.86
N OR < 0.13 2.86
TM TM > 6.25 2.65

To calculate theprobability of correctly solving a problem
by a student (P ) the following formula should be used:

P =
e−11.7−0.1N O I + 0.2T N M + 0.3T C P + 1.3P C U + 0.9F W

1+ e−11.7−0.1N O I + 0.2T N M + 0.3T C P + 1.3P C U + 0.9F W
(1)

4.2 Expert prediction
All the featuresdescribed in section four were input in the
Classification Tree algorithm. The results, shown in Table
2, suggest that PCU, PNM , ASPL , N OR and TM TM
have the higher discriminant values. Using the highest dis-
criminant (PCU), the produced tree classified correctly in
the dataset 80% of the time (8 out of 10) and identified
non-experts correctly also 80% of the time (16 out of 20).
Converting themodel to words, it says that if a student uses
the calculator in the session more than 40% of time, he or
she is an expert. Selection by chance would be 33% for ex-
perts and 67% for non-experts. The classification tree fares
much better, especially identifying experts.
Theprecision of theclassification could be improved if the
variables were normalized, that is, if they were comparable
among sessions. To normalize the features, they were con-
verted to a binary value in the form of: 1 if the students has
the highest or lowest value of that feature in the session, 0
if not. The selection of highest or lowest was determined by
the perceived belief of correlation between a given variable
and the expertise. For example, in the case of the Stroke
T ime (ASTL ), it is believed that a shortest time is indica-
tive of expertise, then the student with the lowest ASTL in
thegroupwasassigned 1. On theother hand, thenumbersof
times numbers are mentioned (TN M ) correlates positively
with the expertise and as such, a 1 was assigned to the stu-
dent with the highest TN M . Table 3 shows the new calcu-
lated features. The result ing classification tree, mixing the
original variableswith thebinary variables providesa better
discrimination. Table 4 presents the new discriminant value
of thevariables. The fastest writer (FW ) seems todominate
the best discriminants for expertise, improving over PCU.
Using FW , the tree is able to identify correctly the experts
in 80% of thecases (8 out of 10) and thenon-experts in 90%
of the cases (18 out of 20).
Even if the last classification tree is able to highly dis-
criminate experts and non-experts after the session is over,
it is interesting to explore how fast this conclusion could be
reached. For that, the last classification tree is applied to
the values of the first problem, then the average of the first
and the second, then to the average of the first, the second
and the third, and similarly until all the values for all the
problems are averaged. The results, presented in Figure 5,
suggest that as early as the 4th problem a high level of cor-
rect classification is reached. A lso the percentage of correct

Table 3: N on-normal ized featur es used in the t r ee
classificat ion

Feature Normalized Method
PCU M C Highest value
DH T M M O/LM O Highest / Lowest value
SD −DH T LM V Lowest value
TM M M Highest value
N OI M I Highest value
TSD M SD Highest value
TN M M N Highest value
TM TM M M Highest value
TCP M CP Highest value
TN S M S Highest value
ASPL SS Lowest value
AN P LP Lowest value
ASD M D Highest value
ASTL FW Lowest value
ASP M P Highest value

Table 4: C lassificat ion t r ee spl it s with normal ized
and non-normal ized features

Variable Value for Experts Discrimination Power
FW > 0.5 6.53
LP > 34.74 6.53
PCU > 38.05 4.44
M N > 0.13 4.03
PNM > 6.25 3.19

classification is maintained and plateau at the final value
around the 12th problem.

5. DISCUSSION
Based upon the results previously presented, it is evident
that variables such as the fastest student in a group, the
percentage the calculator is used, and the times numbers
are mentioned while solving a problem, are key variables to
estimate whether a student is able to solve a problem or
not. These results might suggest that how fast the student
writes is maybe an indicator of how certain the student is
about how to solve a problem. Even though, this variable
was not initially used as part of the predictor variables, its
inclusion in the model made sense in the process. Another
crit ical variable predicting success in solving problems is the
percentage of using the calculator in a group. It is perhaps
natural, that a young student that knows how to solve a
problem, does not let others to use a tool that allows him or
her to succeed. The regression analysis also shed light as to
understand how interactions or interventions in a group are
related to the probability of solving a problem. On the con-
trary of what might be commonly thought, students with
few interventions, mentioning numbers are more likely to
correctly solve problems. Again, someone that knows the
solution to a math problem (an expert) probably does not
speak that much, but his or her intervention is used to in-
dicate a focused and precise affirmation about numbers and
theway to solve a given problem. The times a student men-
tioned commands when solving problems is a very specific
variable of the sessions recorded; it is definitely related to
the leader of the group interacting with the computer sys-
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• 66 facial features were 
extracted using Luxand 
software including both eyes 
and nose tip to estimate the 
presenter’s gaze.  
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Laban’s theory helps to describe human movement using non-verbal 
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Multimodal Learning Analytics is 
not a subset of Learning 

Analytics 
Current Learning Analytics is a subset of MLA 

 



Some problems are easy, 
some hard 

But we do not know until we try to solve them 
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exploring to do 
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